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SUMMARY .

Some measures for the distance between two populations over attribute
data have been defined when there are multiple samples from the same
population. These distance measures are analogous to Mahalanobis distance.
The relationships between the - distance measures along with certain
asymptotic.properties have been discussed.
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1. Introduction

] Several measures of distances based on proportions of attributes have been
proposed to measure the diversity between' two populations, some of which
deal in particular with genetic diversity based on gene frequencies
(Bhattacharya [4], Sanghvi [20]; Cavalli-Sforza and Edwards [6], Balakrishnan
and Sanghvi [2], Morton ef al. [12], Nei [13]). Only few of these measures
use specifically the properties of the multinomial distribution of the frequencies
of the attributes. Essentially, these distance measures are based on a single
random sample of proportions from each of the two populations. When there
are more samples (or subsets) from the same population, some studies attempt
to test the diversity between and within populations through heterogeneity
chi-squares (Balakrishnan [3]) while other studies attempt to understand the
genetic diversity or relatedness either in terms of Wright's F-statistics (Nei [14],
Long [10]) or in terms of intraclass correlations (Reynolds ef al. [18],Weir and
Cockerham [21]). However, none of these procedures uniquely define measures
of distance between populaions. In this-paper, some distance measures are
defined based on the within sample covariance matrices estimated from several
samples from each population. These distance meéasures are analogous to the
Mahalanobis distance between two populations A and B given by

A (a. npiE) = (g — mg) T (o= ig) BER(B)
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where u, and pg ‘are p-dimensional mean vectors of the p-characters in the

two populations and X is the common population variance covariance matrix
the two populations possess.

2. Some Distance Measures for Multiple Salﬁples
Consider sampling for p-attributes from two populations A and B. Let
X=¢ Xjj } be the set of n, samples from population A, Xjj being the proportion
of the j-th attribute in the i-th sample. Similarly, let Y = { yiJ-) be the set of
n, samples from population B. Since Xjj and Yii for all i and j are proportions
of the p-attributes, they satisfy the conditions

X1=1 and Yi=1 2.1

where 1 is a column vector of unity elements. Assume that this is the only
linear constraint satisfied by the X and Y data matrices so that when p<n;

fori=1,2, the rank of X and Y will be (p-1). The sample mean vectors from
the populations A and B are given as:

=L x1 and =Ly 2.2)
n; n, :

U
T

One may regard the i-th set of proportions in A and j-th set of proportions
in - B as sample estimates from the multinomial populations
(my;, 7y, T, . . ., ;) and (my;, 7y, Tjp, . . ., ;) respectively. Corresponding to
any set of sample proportions, say (x;), X, X;3, - .., Xjp), define a set of
Bernoullian variables (Uy,) with P(Uy=1)=m and P (Uy,=0)=1 -, for
k=1,2,...,p and 1=1,2,...,my; so that x; =E (Uy), is the mean of
Uy over 1=1,2,...,m;;, We then have the variance-covariance matrices

between the attributes within the i-th sample in populations A and B respectively
as

SiA= xik(l—xik) for k=k’

= = X Xgr k#k’ (2.3)
SJB = yjk (1 - y}l) for k=k’

= Y Ve - K#K 2.9

An appropriate weighted eéﬁmate of the population variance-covariance
matrix X from a sample i of A and j of B is
my; SiA + mzj SJB

S; = e @)
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In view of the constraint (2.1), matrices Sy, Sjg, and §;; are singular and of

rank (p - 1), and require deletion of a row and a column from eachi of them
for unique inverses. Analogous to (1.1), the distance between the i-th sample
of population A and j-th sample of population B is given by

Py =[ X - Y] st [ - Y] 2.6)

where X* and Y- are the (p-1) dimensional vectors obtained by deleting the

last character with the corresponding (p—1) X (p — 1) ordered matrix S. (2.6)
is also analogous to the distance defined by Balakrishnan and Sanghvi [2].
Evidently, this is an estimate of distance based on one sample from A and a
sample from B. However, in practice, we need a distance which can be regarded
as an ‘oveall’ distance between A and B. There are a number of ways of defining
such a measure of distance and we shall consider some of them hereunder :

(i) By considering the mean vectors g and ? one may estimate the
distance, as defined by Bhattacharya [4], Sanghvi [20], Cavalli-Sforza and
Edwards [6], Nei [13] or Morton ef al. [12]. These distance functions do not
make use of the variance-covariance matrix (2.3) or (2.4) of sample proportions.

Denote such a measure of distance by d® (X , Y). For example, the distance
based on Sanghvi’s measure is -7 ' '

X, Y)=28 == e

(ii) Consider X as a sample of proportions from population A of size
m,.=Xmy and ?~as a sample of proportions from population B of size
m,. = Zm,;. The within sample covariance matrices are then obtained from
(2.3) and (2.4) replacing xy, Yik by the means XJ-. Y_J- so that the corresponding
estimate of the population variance-covariance matrix over the two populations
is '

’ Sz+m; S
— m. .
S = ———— ‘ (28)

my + My,
The corresponding Balakrishnan-Sanghvi distance‘is then given by
FE. Y. 85 =X - (S5l X -Y1 @9
where )j(', ‘:Y_', and S, are truncated as defined in (2.6).

\
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If S and S; are based on maximum likelihood estimates of proportions
(as for example the ABO blood groups gene frequencies), then the dispersion
matrix of the estimates is given by - :

2 2
my Sz + mj Sy

S (2.10)

xy my + my

and the distance. between the two populations is then obtained using (2.9).
(iii) By finding the pooled mean proportions as
m X;.+m,y
'ij=#1—2‘3’l for j=1,2,...,p (2.11)
m; + my ’ -

and the within covariance matrix based on EJ usilig (2.3), one may define an

index of distance based on Steinberg er al. (see Balakrishnan' and Sanghvi [2])
as ' :

¢ X, Y, W) = (X YT (Wi (X .- Y 2.12)
- .In this case, the inverse of within dispersion matrix can be found (see
Kendall and Stuart {9)) as ’ '

( 11 1 1
= 4+ = - ol
Zt o % Zp
'1 1 1 1
« -1 _ prod =+ = - 213
W = z, z z, z, (2.13)
1 1 1’ 1
= = = +=
I z, z, A J

with ;‘.,, Y and W’; are truncated and as defined in (2.6), (2.12) on
simpliﬁcati?m yields
- X, - Y.)? ,
X,Y ,W;)=2 —1—2—1— (2.14)
- J

It may be noted that, if m, =m, in (2.11), then (2.14) reduces to
N X =Y,
X, Y, Wy =28 L= =@ X,Y) (of27) (215
- X;+Y) . e \

We note that the distance in (2.12) is same as the one given by Chakraborty
and Rao [7] and is equivalent to Sanghvi’s distance (2.7) only if m; = m,.
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We also note that (2.7) differs from that given by Chakraborty and Rao [7]
by a multiple of 4. Further, deletion of frequency of one attribute is also
necessary for finding (2.12) and (2.9) although it is not necessary. for finding
(2.7). Sanghvi’s distance (2.7) is usually regarded as not taking into account
the correlations between the multinomial proportions (Balakrishnan and
Sanghvi [2]), but in view of the equivalence of (2.15) to (2.7), we note that
it does not take into consideration the correlations in an indirect way, i.c. those
between the pooled proportions. ) :

"[iv] Using the estimated covariance matrices S;a and S;p of (2.3) and

(2.4) respectively, we estimate the Balakrishnan and Sanghvi’s distance between
the i-th sample of population A and j-th sample of population B. The average
over the n; X n, distances so0 generated may be used as an estimate of fii.stancg
between the two populations:
-2 . — __1__ 2 (v < . i: X
(v) Estimate the weighted averages of the covariance matrices S;, and
Sﬁ; of (2.3) and (2.4) for the populations A and B respectively as

Wa=m —n [~ DS + M= DSpa+ .ot (Myg = D8y al
.M

and

Wp = [y, ~1) Sy + My — 1) Spp + .- (Mg =1 Sy 5]

my -0,
The pooled covariance matrix over the.two populations, A and B will be

1
‘M + My —0y =0y =

S = 2[(ml‘—nl—l):WA*’(mz_—ﬂz—.lA)WB]

which is used to obtain the distance as .
EET.S =X -YV IS (X -Y] @2.17)

(vi). Considering the sets of sample proportions as independent. samples

from the same multinomial population, we define an altemative Mahalanobis

like distance measure as follows : _
We define the ‘within population covariance matrices’ as @ .
1
n; -1

X’ Hy X'

SA =
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and
l p
Sg = Y Hy Y (2.18)
nz - l
where

1o
Hx—l—nlIIMMHY—l-%ll

are the centering matrices of order n; Xny and n, X n, respectively. It may be

noted that the effect of the constraint (2.1) is to make ISyl = 0 and:

I'Sy! = 0. Under the usual assumptions made in the case of Mahalanobis

distance, one can show that these pooled within variance-covariance matrices
are unbiased estimates of true covariance matrices obtained by replacing the
estimates by their corresponding parameter values in the respective populations.
For example, in the population A,

~

. 1 -
E[SA (],_])] = E[; z (xij—Xj)zJ
=1L 2y _EG)T
= [FECH) - EG)P]
and this by assumption is equivalent to {
Il (1 -11,)
= i-{ T ,:—-;-’—+ HJZJ -y H}}
n, n;

1
=5, L a-1p

Note the divisor to be n, for the variance to be unbiased. Also, observe
* that

m&um:-%mm

Similarly, analogous expressions may be obtained even for population B
using Sg and 7. These are the variances and covariances of multinomial

proportions for the j-th and jk-th characters in the two populations. As it is,
the variance covariance matrices in the two populations will be in terms of
n and ©t’, hence will be unequal. Under the assumption of = = 7/, an estimate
of the common covariance matrix may be obtained by pooling the sample
covariance matrices as given by
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o= 1| a0l nollg 219)
"o+, Bl n, Aty n, .B_ (2.19)

A distance measure tgaséd on Mahalanobis distance is then given by

X -Y1IS T X -Y'] - (220

~

@ XY, 8,) =1
where X* , Y",and S, are truncated and as defined in (2.6).

Remark: While the distance measures (2.12) and (2.9) essentially -use the
variance covariance matrix of Bernoullian variables, the distance (2.20) uses
the variance covariance matrix of sample proportions and hence each element
in the covariance matrix will have the number of samples as the divisor. Observe
that under the assumption m;.=m,. and n;=ny, -

¢ X 3?,Sn);:(nl+n2) ¢ X, Y,S5) 2.21)

3. Distribution of Properties of Distance

The problem of classification of populations involves construction of an
index, for example the distance, by which one can measure the resemblance.
or divergence between two populations. The choice of an appropriate distance
measure poses a problem since each measure has its own relative merits and
demerits (see for example Chakraborty and Rao [7]). One useful criterion could
be the sampling variance of the distance measure but it is not always.easy-to
obtain the variance of the estimated distance measure. Asymptotic variances
of some distance measures have been obtained before (€.g., Nei and
Roychoudhury [15]). A direct estimation of the variances of the measures
defined here is formidable. However, one can consider estimates of the .
asymptotic distribution of the distance measure defined, since all these are .
analogous to Mahalanobis D2 Hotelling [8], Bose and Roy {51 have shown
that D? follows an F-distribution under the assumptions of asymptotic normality
of mean vectors. In the present measures, although the mean vectors are vectors
of multinomial proportions, one can apply the result given in Anderson ([1],
pp. 163) which states that for large samples, the distribution of T2 (and hence
that of D?) is approximately valid even if the parent distribution is not normal;
and it is in this sense that the T? test is a robust procedure.

Hence
ki k 2 ki+k;,-p-—1 ‘
152 D 1 TR ~Foprroot  GD
Kk +ky kj k-2 p TPkt
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where k; and k, are the appropriate sample sizes for the two populations. Under

such assumption of asymptoﬁc normality, one can regard the proposed distance
measures (2.9), (2.12), (2.16), (2.17), and (2.20) as following an F-distribution

with appropriate degrees of freedom. Then the variance for d? in (2;9), (2.12)
and (2.20) will be

2p.(m; + mz.)2 (m; +m, - 2)* (m; +m,. -3) -

Ve s 5 2
my, my (my +m; —p-3)°(my +my —p-5)

* Similarly, corresponding estimates for (2.16) and (2.17) can be obtained
as s T

2p (my; + my; ) (my; +my; -2y (mj; +my; -3) -

i) m%i m%J((mh +m2j -p- 3)2 (m“ +m2j -p '—5)
and '

k_ 2p (T]|+1’]2)2(T]1‘f_‘7]2'—2)2 M;+1,-3)
N5 +ny-p~37 M, +1,-p-5)

V2

respectively with n, = (m, —'nl) and M, = (m,, —ny) in the above equatiqn.'
It may be noted however that the distribution of d2 in (2.7) is a chi-square .
since the F distribution for (2.12) tends to a chi-square when m; =m, and is
large. - '

~However for purposes of clustering, one uses ‘d’ rather than &
Correspondingly, we obtain the distribution of ‘d’ which can be shown to be
a beta distribution with parameters (a, B) given by (Rao [16])). i

p \ 1 (kD2)CL -1

' 1 ,
. = - f <D
O = I Tl -p=1 B@ P a +4pye? O 0 D<=

with k; and k, being the sample sizes of the respective populations measim'ng
‘D’ characters, and

i - kj+ky-p-2
_b+1 _atX-p-2
o , B )

and constants

AC2=2 k k,p
: (k; +k,) (k,+k2—2)(k,+k2—p—1)
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ki ky
ky+ky) (K +ky—2)

and k =

Hence for measures (2.9), (2.12), (2.16), (2.17), and (2.20), the asymptotic
mean and variance of ‘d’ will be
9 oa(e+B-1)
2. g .
B (B -D*B-2)
The closeness of these asymptonc variances to the true variances depends upon

the rate of convergence of the true distribution of D? or of D to the asymptotic
form. : o

As against such asymptotic distributions of D? or of D, in practice these
: dlstnbutxons will be based on finite sample sizes. Extensive simulations are
also carried out to examine the nature of these distributions and are reported
elsewhere (Rao and Murty [17]). Except in cases of small samples, the
distribution of D generally agreed well with that of beta distribution (Rao [16]).
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